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Results are presented on the search for a neutral MSSM Higgs boson produced in association
with one or more b−quarks, combining the bh→ bττ and bh→ bbb̄ final states, using an integrated
luminosity of 7.3 fb−1 and 5.2 fb−1 respectively, collected at the DØ experiment. Data were collected
in pp̄ collisions at a center of mass energy of 1.96 TeV during RunII of the Tevatron. Limits at the
95% confidence level are set on the production cross section of a Higgs boson in association with
one of more b-quarks, σ(gb → hb(b)), for Higgs masses, 90 < MA < 300, assuming a narrow Higgs
width respect to the experimental resolution and the sum rule BR(h→ ττ) + BR(h→ bb̄) = 1, for
BR(h → ττ) = 0.06, 0.1 and 0.14. Further interpretation, including width effects, is made in the
tan β-MA plane for four different benchmark scenarios within the framework of the MSSM.

Preliminary Results
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I. INTRODUCTION

Supersymmetry (SUSY) as an extension to the Standard Model (SM) provides a natural solution to the hierarchy
problem as well as potentially providing a dark matter candidate and GUT-scale unification. In its simplest form the
Minimal Supersymmetry Standard Model [1] (MSSM) requires the introduction of two Higgs doublet fields, predicting
the existence of five physical Higgs bosons after symmetry breaking. Three of these are neutral (h, H, and A) and
two are charged H±. The ratio of the vacuum expectation values of the two doublets is denoted by tan β. At leading
order the Higgs sector can be described by two parameters chosen here to be MA (the mass of the A) and tan β.
The couplings of the A to the charged leptons and the down-type quarks are enhanced by a factor of tan β, while the
coupling to neutrinos and up-type quarks are suppressed by a similar factor. At large values of tan β two of the three
neutral bosons have approximately the same mass and couplings thus are effectively degenerate. This contributes
an additional factor of two enhancement in the cross section. Thus the overall enhancement at leading-order scales
approximately as 2× tan2 β. For low MA, and high tan β the Tevatron can set strong limits within a number of
benchmark scenarios in the MSSM that complement the searches carried out by the LEP experiments [2].

II. ANALYSIS SUMMARY

The DØ detector is described in detail elsewhere [3]. The searches combined in this analysis are described in
detail in [4, 5]. Two semi-exclusive searches looking for Higgs production in association with a b-quark are combined:
bh → bττ (τµτhad) and bh → bbb̄ using respectively, 7.3 fb−1 and 5.2 fb−1 of integrated luminosity collected during
Run II at the Tevatron. Though not included in this combination, earlier searches at DØ can be found in [6–10, 12? ]
. Results of similar searches from CDF in Run II at the Tevatron are found in [13–15]. Recent results from the CMS
collaboration can be found in [16].

A. Object Identification

Muons are identified by matching charged tracks in the central tracking detectors with hits in the muon detectors.
Muon candidates are also required to be isolated in both the central tracking detectors and in the calorimeter. The
hadronic decays of the τ are split into three categories: τ -types 1 and 2 are 1-prong candidates with energy either only
in the hadron calorimeter (π± like) or in both the electromagnetic and hadron calorimeters (ρ± like) respectively; τ -
type 3 is a 3-prong candidate with an invariant mass below 1.7 GeV and matching energy deposits in the calorimeters.
A neural network (NNτ ) is trained for each type to separate hadronic tau decays from jets using Monte-Carlo (MC)
Z → ττ as the signal and multi-jet events taken from data as the background. An additional NN is trained on
electron MC events and is employed to reduce backgrounds from electrons faking type 2 taus. A mid-point cone
algorithm is used to reconstruct hadronic jets from energy deposits in the calorimeter [17]. Jet reconstruction and
energy scale determination are described in detail in [18]. b-jet candidates must pass a set of quality criteria, and must
have two or more charged tracks within a cone about the jet axis of radius: ∆R =

√
(∆η)2 + (∆φ)2 < 0.5. b-jets are

then identified using a neural network (NNbtag) algorithm which takes as inputs lifetime information derived from
track impact parameters and secondary vertices [19].

B. Signal, Backgrounds and Event Selection

The signal acceptance is estimated using simulated gb→ hb(b) events generated, in the 5-flavor scheme, with the
leading-order (LO) Monte Carlo generator pythia [20]. Corrections for next-to-leading order (NLO) effects on the
Higgs production kinematics are computed using mcfm [21] and applied as weights as a function of pT and η of the
spectator b-jet. Kinematic cuts, pT > 12 GeV, |η| < 5.0, are applied to the leading spectator b-quark. tauola [22]
is used to simulate the final state tau decays. Detector response is modeled using geant [24] based simulations and
additional weights are applied to correct for the trigger efficiency and differences between the simulation and detector
performance determined from control samples. The effect of additional pp̄ interactions is modeled by overlaying data
events selected with random triggers on the Monte Carlo events. With the exception of diboson production, generated
using pythia, standard model backgrounds have been generated with alpgen matched to pythia for showering and
hadronization. The normalization of the di-boson and tt̄ samples is made to next-to-LO (NLO) while the Z/γ∗ samples
are normalised to next-to-NLO (NNLO).
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1. bh→ bττ

Data events are collected online using an inclusive trigger selection comprising a mix of single muon, jet, tau, muon
plus jet, and muon plus tau triggers. The efficiency of this selection with respect to the single muon trigger alone
is estimated using a sample of Z → τµτhad events and found to lie between 80% and 95% dependent on the event
kinematics and the type of hadronic tau decay. Events are required to contain one isolated muon with a matching
central track, satisfying pT > 15 GeV and |ηdet| < 1.6 [25] and events with more than one muon are rejected to
suppress backgrounds from Z → µµ. Hadronic-τ candidates are required to be isolated, with pT > 10 GeV and
|ητ | < 2.5 and selected with a cut on the output of the NNτ discriminant with an efficiency of around 65% whilst
rejecting approximately 99% of hadronic jets. Events must have at least one good b-tagged jet isolated from the muon
and tau with pT > 15 GeV, |η| < 2.5, and |ηdet| < 2.5. A cut is placed on the NNbtag with an efficiency of around
65% for b-quark jets and a 5% fake rate for light quark and gluon jets. Additional rejection of multi-jet and top pair
production backgrounds is achieved using a multivariate discriminant,DMJ, and a neural network, Dtt̄, respectively,
both making use of kinematic variables. The distribution of a likelihood discriminant, Df , is used as input to the
statistical analysis. This is constructed from the various multivariate discriminants, DMJ, Dtt̄, NNbtag and a further
variable relating to the decay kinematics Mhat. The distribution of Df summed over all tau types, though the three
types are handled seperately in the statistical treatment, is shown in Figure 1.

Dominant backgrounds arise from multi-jet production, top pair production, and Z → ττ produced with heavy
flavor jets. Additional backgrounds making small contributions come from processes such as Z → ττ + light jets,
Z → ll, W+jets, single top-quark production and diboson production. The distribution of the background from
W+jets is modeled from simulation but the overall yield is normalised to data using a control sample. The multi-jet
background is estimated from data using inverted lepton and tau identification cuts and no b-tagging to select a
multi-jet rich background sample. The yields of the remaining backgrounds are estimated using the acceptance as
determined from simulation, tuned using control samples, multiplied by the theoretical cross sections.

FIG. 1: Input distributions for the bh→ bττ channels. The final likelihood discriminant distribution summed over all tau types
is shown for a Higgs mass of 110 GeV in the left panel and 180 GeV in the right panel. The stacked solid histograms show the
various contributions from backgrounds, the hatched histogram shows the possible signal contribution and the points show the
data.

2. bh→ bbb̄

Dedicated triggers designed to select events with at least three jets are used in this analysis. These are approximately
60% efficient for signal with mA = 150 GeV when measured with respect to events with 3 or 4 reconstructed jets.
At least three jets within the fiducial region (pT > 20 GeV, |η| < 2.5) are required to pass tight NN-b-tagging cuts.
The per b-jet tagging efficiency is around 50% with a light-jet fake rate at the level of 0.5-1.5%. Additionally, the
two leading jets must have pT > 25 GeV. Signal sensitivity is further enhanced by breaking the sample into two
channels containing exactly 3 or 4 fiducial jets in the final state. A likelihood technique using a set of kinematic
variables is employed to further enhance the selection of signal over background. Two separate likelihoods are used:
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one for the mass region 90 ≤ MA < 140 GeV and the other for 140 ≤ MA < 260 GeV. Heavy flavor multi-jet
backgrounds dominate and are estimated using a data driven method by applying a 2-D-transformation (in Mbb̄ and
D the value of the likelihood discriminant) to a data sample containing ≥ 2 b-tagged jets, derived from the ratio
of MC events containing ≥3 b-tagged jets to those containing ≥ 2 b-tagged jets. The use of a ratio in this manner
significantly reduces the sensitivity of the background model to the underlying kinematics of the simulated events and
the modelling of the geometric acceptance of the detector. The binned invariant mass distribution of the jet pairing
in each event with the highest likelihood value is used in the statistical analysis. The distribution for the dominant
RunIIb 3-jet channel is shown in the left panel of Figure 2. In the right panel of the same figure good agreement can
be seen between the data and background model in a side-band sample selected using an inverted likelihood cut and
picking the “wrong” pairing.
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FIG. 2: The dijet invariant mass distribution for the dominant bh → bbb̄ 3-jet channel is shown. In both panels the line
shows the background model, the solid histogram the component coming from bbb, the crosses show the data and the difference
between data and the background model is shown below. The normalization of the background is chosen to give the same
event yield as observed in the data for the purposes of illustration (this normalization floats in the statistical analysis). The
left panel shows the input which is used in evaluating the limits, the right hand panel shows a cross check distribution in a
sideband region.

III. SYSTEMATIC UNCERTAINTIES

Where appropriate, systematic uncertainties are modeled as shape systematics that correlate a varying uncertainty
across each bin of the associated input distributions. This contrasts with a flat or rate systematic that introduces a
constant uncertainty correlated across each bin of the input distribution - representing an overall uncertainty on the
total yield.

In the bh→ bττ analysis for the dominant Z+jets backgrounds, uncertainties are estimated using Z → µµ control
samples: Z+jets(3.2%) and Z + b-tagged jets (5%) normalizations, inclusive trigger efficiency (3% - common to all
simulated backgrounds) and a shape uncertainty of ∼1% from the modeling of the Z boson kinematics. For the non-
Z boson and non-multi-jet backgrounds there are rate uncertainties: hadronic tau reconstruction efficiency (4-10%),
(luminosity (6.1%), muon reconstruction efficiency (2.9%), single muon trigger efficiency (1.3%), tt̄(11%) and diboson



5

(8%) production cross sections. Further important sources of uncertainty affecting the shape of the final discriminant
distributions comes from the jet energy scale (10%) and b-tagging efficiency modeling (5%). The uncertainty on the
multi-jet background yield varies between 10-40%. With the exception of the hadronic tau reconstruction efficiency
and multi-jet normalization, that are evaluated for each tau type separately, these uncertainties are assumed 100%
correlated across all tau channels.

In the bh→ bbb̄ analysis only systematic variations in the shape of the background distribution are considered - the
overall background normalization is unconstrained in the profile likelihood and thus allowed to float freely in the fitting
procedure (independently for the test and null hypotheses) during evaluation of the limits. The dominant sources of
uncertainty in the shape of the background distribution arise from the measurement of the rate at which light partons
fake a heavy flavor jet and the b-tagging efficiency. For the signal model, the b-tagging efficiency (11-18%)and the jet
energy scale (2-10%) dominate the experimental uncertainties.

Most of the experimental uncertainties are uncorrelated between the two contributing analyses with the exceptions
being those arising from the b-quark tagging efficiency and the jet modeling systematics which are assumed 100%
correlated between channels.

IV. COMBINED RESULTS AND INTERPRETATION WITH THE MSSM
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FIG. 3: Combined 95% confidence limits on cross section σ(gb→ hb for pb
T > 12 GeV and |ηb| < 5.0. The left panel shows the

limit assuming the tree-level branching fraction BR(h→ ττ)=0.1, where the black solid line shows the observed limit, the dash
line the expected limit and the light and dark shaded bands show the ± 1 and ± 2 standard deviations around the expectation.
The right panel shows the observed (solid) and expected (dashed) limits for three different assumptions on the branching ratio
to tau pairs. The shaded bands show the theoretical prediction, assuming and error of 15% [4], for the cross section for the
mmax

h scenario for two different assumptions for the value of µ for tanβ = 40. These give predictions for the tau pair branching
fraction that are approximately equivalent to that assumed in the experimental limits.

Limits are set using the modified frequentist (or CLS) technique [27]. The test statistic is a negative log-ratio of
profiled likelihoods [28]:

LLR = −2 ln
p(data|H1)
p(data|H0)

, (1)

where H1 is the test (background + signal) hypothesis, H0 is the null (background only) hypothesis and p are the
profile likelihoods based on Poisson probabilities for obtaining the observed number of events under each hypothesis.
CLs is defined by the ratio: CLs = CLs+b/CLb where, CLs+b and CLb are the p-values for the test and null hypothesis
respectively. These p-values are estimated from the integrals of the respective sampling distributions generated using
Monte Carlo simulated pseudo-data.

For the individual contributing analyses exclusion limits have been set both within the framework of the MSSM
and in a roughly model independent way on the cross-section × branching ratio. This later approach is not generally
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applicable when combining channels with different production modes or final states since the relative signal yields in
each contributing channel typically will depend on the particular model scenario being considered. For this combina-
tion, since the two channels share a production mode, and the Higgs width is largely narrower than the experimental
resolution for much of the interesting model space, it is possible to construct an exclusion region which is somewhat
less model dependent than the typical MSSM exclusion analyses. The only additional model assumptions with respect
to the “model independent” procedures used in the contributing analyses is that the Higgs boson decays only to tau
and b-quark pairs. The 95% confidence limit on the production cross section σ(gb → hb) with respect to the accep-
tance cuts on the spectator b-quark are shown in Figure 3 for three different choices for the branching fraction to tau
pairs, BR = 6%, 10% and 14%. The bh→ bττ channel tends to dominate the limit up to around MA = 180 GeV. The
increasingly important contribution from the bh → bbb̄ channels as the mass increases is responsible for the visible
decrease in the dependence of the limit on the tau branching fraction.
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FIG. 4: 95% Confidence limits in the tan β-MA plane for 2 benchmark scenarios: mmax
h (left) and no-mixing (right) for µ < 0

(top) and µ > 0 (bottom). The black line shows the observed limit, the grey line the expected limit. The dark shaded regions
demonstrates the observed exclusion and the light shaded region that from LEP. The latest published results from CMS [16]
are also shown for the mmax

h , µ > 0 scenario (bottom left).

Limits have been set within four MSSM scenarios [29] in the MA − tan β plane and are shown in Figure 4. In
addition to the experimental uncertainties an additional 15% theoretical uncertainty on the production cross section
is included with contributions from scale variations and PDF uncertainties. The four scenarios considered are defined
in terms of: MSUSY , the mass scale of squarks, µ, the Higgs sector bilinear coupling, M2, the gaugino mass term, Xt,
the mixing parameter, At, the trilinear coupling of the stop sector, Ab, the trilinear coupling of the sbottom sector
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and mg̃ the gluino mass term. The maximal-mixing, mmax
h , scenario is defined as:

MSUSY = 1TeV, µ = 200GeV,M2 = 200GeV,
Xt = 2MSUSY

Ab = At,mg̃ = 0.8MSUSY.

and the no-mixing scenario - with vanishing mixing in the stop sector and a higher SUSY mass scale to avoid the
LEP Higgs bounds:

MSUSY = 2TeV, µ = 200GeV,M2 = 200GeV,
Xt = 0, Ab = At,mg̃ = 0.8MSUSY.

Four scenarios are constructed from these two by the consideration of both + and - signs for µ.
The SM cross section gb → hb is taken from mcfm and then corrected to the appropriate σ×BR using couplings

and branching fractions taken from feynhiggs [30] (see also [31]). For larger values of tanβ the width of the Higgs
can become comparable to the experimental resolution - in particular for the h → bb̄ final state. This is taken into
account using the method described in [4].

These results exclude a wide region of the MSSM parameter space and represent the strongest limits to-date from
the Tevatron.
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